
Auto Encoding Neural Process for Multi-interest Recommendation

Yiheng Jiang1, Yuanbo Xu1,* , Yongjian Yang1, Funing Yang1, Pengyang Wang2, Chaozhuo Li3

1 Lab of Mobile Intelligent Computing, College of Computer Science and Technology, Jilin University
2 Department of Computer and Information Science, The State Key Laboratory of Internet of Things for Smart City,

University of Macau
3 Beijing University of Aeronautics and Astronautics

jiangyh22@mails.jlu.edu.cn, yuanbox@jlu.edu.cn, yyj@jlu.edu.cn, yfn@jlu.edu.cn, pywang@um.edu.mo,
lichaozhuo1991@gmail.com

Abstract

Multi-interest recommendation constantly aspires to an ora-
cle individual preference modeling approach, one that satis-
fies the diverse and dynamic properties. Fueled by deep learn-
ing technologies, existing neural network (NN)-based recom-
mender systems employ single-point or multi-point interest
representation strategies for preference modeling, and boost
the recommendation performance with remarkable margins.
However, as the parameterized approximate function nature,
NN-based methods remain deficiencies regarding the adapt-
ability towards distinctive preference patterns cross different
users, and the calibration over individual current intents. In
this paper, we revisit multi-interest recommendation with the
lens of stochastic process and Bayesian inference. Specifi-
cally, we propose to learn a distribution over functions to de-
pict the individual diverse preferences rather than a unified
function to approximate preference. Subsequently, the recom-
mendation is equipped with the uncertainty estimation which
conforms to the dynamic shifting intent. Along these lines, we
establish the connection between multi-interest recommenda-
tion and neural processes by proposing NP-Rec, which real-
izes the flexible multiple interests modeling and uncertainty
estimation, simultaneously. Empirical study on 4 real world
datasets demonstrates that our NP-Rec attains superior rec-
ommendation performances to several state-of-the-art base-
lines, where the average improvement achieves up to 13.94%.

Code — https://anonymous.4open.science/r/NP-Rec-CF45

Introduction
In the era of information overload, recommender systems
(RSs) arise to assist users by profiling preferences, screening
irrelevant entries, and suggesting interested content (Jiang
et al. 2024a; Xu et al. 2024b). Individual preferences pos-
sess the diverse property and dynamic tendency (Wu et al.
2023; Jiang et al. 2024b). As illustrated in Figure 1, the in-
terest scope of a user comprises electronics and furniture,
which alternatively generate the historical user-item interac-
tion sequence. The dynamic nature lies in the observation
that the user’s current intent is shifting over time.

A necessary prerequisite for personalized recommenda-
tion is unraveling complex preference patterns. Fueled by
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Figure 1: An illustration of how RSs process the diverse
and dynamic nature of a user’s preference with different
paradigms. NN-based methods focus on learning a prefer-
ence function while lack the adaptability and uncertainty
estimation. NPs, learning a distribution over functions, can
generate the predictive mean and variance simultaneously.

deep learning technologies, modern RSs employ neural net-
works (NNs) to model preferences. According to the repre-
sentation manner, existing methods can cast as: (1) Single-
point Interest Representation (SIR) mode (Hidasi et al. 2016;
Yuan et al. 2019; Kang and McAuley 2018), which utilizes a
vector in the item embedding space to represent the interest
and recommends according to the affinity regarding items;
and (2) Multi-point Interest Representation (MIR) mode (Li
et al. 2019; Cen et al. 2020; Zhang et al. 2022), which uti-
lizes multiple (e.g. pre-defined K) vectors to depict a user’s
diverse interests in the item embedding space, one for each,
respectively. During the recommendation stage, MIR is sim-
ilar to SIR that makes predictions based on the similarity
between interest and item (Wu et al. 2023).

Albeit NN-based RSs have achieved satisfactory recom-
mendation performance, either SIR or MIR remains limita-
tions regarding the efficiency, adaptability and uncertainty.
Firstly, the limited expressive capability in SIR is hard to
cover a user’s diverse interests accurately (Zhang et al.
2023); in this view, subsequent methods scale up the em-
bedding dimension whereas at the cost of efficiency in-
evitably. Secondly, the pre-defined interest quantity (or clus-
tering threshold (Li et al. 2019)) in MIR restricts the adapt-
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ability towards distinctive preference patterns cross differ-
ent users. Thirdly, from the dynamic perspective, NN-based
RSs neglect the calibration towards individual current intent.
As shown in the upper dashed box of Figure 1, it inherits
from the NN essence that learning a parameterized func-
tion to approximate interest representations (Garnelo et al.
2018a,b), whereas overlooking the functional dynamics, i.e.,
the interest might change over time. Consequently, the rec-
ommendation (top right of Figure 1) is not qualified for the
uncertainty estimation, which increases the risk of being
overconfident in the current preference.

In this paper, we shift the viewpoint on learning a distri-
bution over functions, rather than a deterministic preference
approximate function, to serve the diverse and dynamic re-
quirements of interest representations. In this view, we ex-
pect the distribution can be adaptive to difference preference
patterns and provide the predictive recommendation along
with the uncertainty estimation.

Recently, neural latent variable models emerge to perform
inference on stochastic processes (Willi et al. 2019). Neu-
ral processes (NPs) combine the best of neural networks
and Gaussian Processes (GPs) (Garnelo et al. 2018b), which
offers an efficient NN-based formulation to approximate a
stochastic process. As a probabilistic model, NPs compute
a distribution over functions that map inputs to outputs, and
use draws to make predictions with uncertainty estimation.

Along these lines, we establish the connection between
multi-interest recommendation and NPs by proposing NP-
Rec. The NP-based recommendation paradigm is depicted
in Figure 1. Specifically, we assume the user-item interac-
tion history is generated from a stochastic process, which is
defined as a collection of random variables (i.e., preference
functions) on a probability space (Arthur, O., and Pittenger
1979). The variables are indexed by the observed interac-
tion at corresponding time steps (i.e., order), and take values
in a common measure space. The NP paradigm, as learning
a distribution over preferences, naturally meets the adapt-
ability requirement regarding diverse patterns cross users.
Credited to the inherent Bayesian inference mechanism, as
shown in the lower right of Figure 1, the paradigms provide
predictive means with variances, which accords with the dy-
namic shifting property of individual current interest. Our
contributions are summarized as follows:

• To our best knowledge, it is the first work to model the
multi-interest representations with the lens of learning a
distribution over preference functions.

• We extend neural process to multi-interest recommenda-
tion scenario by proposing NP-Rec, which satisfies the
diverse and dynamic requirement of interest modeling.
Notably, NP-Rec can provide recommendations with un-
certainty estimations.

• We validate the proposed algorithm on 4 real-world
datasets from 2 benchmarks, and experimental results
show that NP-Rec attains superior recommendation per-
formance to several state-of-the-art SIR and MIR meth-
ods, where the average improvement achieves up to
13.94%. We verify the effectiveness and extensibility of
NP model through an ablation study.

Related Work
Multi-interest Recommendation
Multi-interest recommendation aims at extract preference
representation(s) to depict a user’s interest scope. Conven-
tional recommender systems (Hidasi et al. 2016; Jiang et al.
2024a; Yuan et al. 2019; Kang and McAuley 2018; Xu et al.
2024a, 2022a) employ the single-point interest representa-
tion (SIR) manner to map the preference as a vector in the
item embedding space. SIR commonly suffers from the ex-
pressive capability issue (Zhang et al. 2023; Zhuo et al.
2024) that limits the accuracy and diversity in item retrieval.
In a separate line, MaxMF (Weston, Weiss, and Yee 2013)
first proposes the multi-point interest representation (MIR)
strategy to represent a user’s multiple interests with K vec-
tors. The pioneering MIND (Li et al. 2019) utilizes the dy-
namic routing mechanism to achieve the interest clustering.
Take a step further, ComiRec (Cen et al. 2020) considers the
diversity v.s. precision trade-off. PIMI (Chen et al. 2021) in-
corporates the periodicity and interactivity contained in the
user-item interaction history. Zhang et al. (2022) proposes
Re4 to reexamine the learned interest representations with
explicit regularization. Recently, REMI (Xie et al. 2023)
achieves the state-of-the-art recommendation performance
by introducing a novel negative sampling strategy and the
routing regularization method.

Despite the improvements achieved by these methods,
the adaptability to distinctive preference patterns cross users
and uncertainty estimation towards the current intent are un-
dergo. Our NP-Rec alleviates the above concerns with the
lens of modeling the distribution over preference functions.

Neural Processes Family
Neural Processes (NPs) (Garnelo et al. 2018b) combines the
best of neural networks and Gaussian Process (GP), which
introduces a neural network-based formulation that learns
an approximation of a stochastic process. NPs inherits some
fundamental properties from GP, that models distributions
over functions and provides uncertainty estimation over pre-
dictions conditioned on the context observations (Jha et al.
2022). ANP (Kim et al. 2019) improves the NP fitting ability
by introducing the self-attention mechanism (Vaswani et al.
2017). Singh et al. (2019); Willi et al. (2019); Qin et al.
(2019) extend NP to the sequential scenarios. Nguyen and
Grover (2022) and Bruinsma et al. (2023) exploits the feasi-
bility of adopting auto-regressive inference in NP. Credited
to the promising potential, NP demonstrates the capabilities
in various domains including set-based representation learn-
ing (Zaheer et al. 2017), meta-learning (Ton et al. 2021),
Bayesian learning (Hewitt et al. 2018) and generative mod-
eling (Eslami et al. 2018). In recommender systems, TaNP
(Lin et al. 2021) assumes each task or user as an instanti-
ation of a stochastic process, and exploits a latent variable
structure, a customized module and an adaptive decoder to
address the cold-start issue.

To our best knowledge, the proposed NP-Rec in this paper
is the first to establish the connection between multi-interest
recommendation and NP, which overcomes the adaptability
and uncertainty deficiencies in NN-based methods.
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Figure 2: Overview of NP-Rec: it contains a Sequence model and an NP model. The upper and lower part illustrates the train
and inference mode, respectively. As revealed in the orange dashed box, the NP model is built entirely upon MLPs which
comprises a Encoder-Decoder architecture and a Classifier. “O.I. Repr.” is short for the order invariant representations.

Preliminaries
We utilize U and I to denote the user and item set, which
contain |U| users and |I| items, separately. Accordingly, we
have the following basic definitions.

Basic Definition
Definition 1: (User-item Interaction) A user-item inter-
action is denoted by a triplet x = ⟨u, i, t⟩, which means that
a user u ∈ U interacted with an item i ∈ I at time t.

Definition 2: (History Sequence) A user u’s history se-
quence chronologically records the user’s |Xu| interactions
with items, denoted as Xu = x1 → x2 → · · · → x|Xu|.

Problem Statement
Multi-interest Recommendation Given a user u’s his-
tory sequence Xu, the multi-interest recommendation prob-
lem models the user’s diverse and dynamic preferences, and
provides the top-N recommendation list which contains N
items that the user might interact with in the next time step.
It can summarized with the following equation,

Ru = MiRS(Xu) (1)

where Ru is the top-N recommendation list and MiRS(·)
denotes any multi-interest recommender system that takes
as input a user’s history sequence.

Methodology
In this section, we start from introducing neural processes
(NPs), and followed by a detailed description of NP-Rec.

Neural Processes (NPs)

NPs aim at mapping an input xi ∈ Rdx to the correspond-
ing output yi ∈ Rdy based on an (infinite) family of con-
ditional distributions. In particular, one may condition on
an arbitrary number of observed Contexts (XC ,Y C) =
(xC ,yC)i∈C to model an arbitrary number of Targets
(XT ,Y T ) = (xT ,yT )i∈T . The arbitrary property requires
the mapping procedure should be non-sensitive towards the
order of contexts or targets. The conditional distribution is

p(Y T |XT ,XC ,Y C) =

∫
p(Y T |XT , rC , z)p(z|sC)dz,

(2)
where rC = r(xC ,yC) ∈ Rd and sC = s(xC ,yC) ∈ Rd

are the finite dimensional representations. r(·) is an order
invariant deterministic function which aggregates contexts,
and s(·) is the latent one of the same properties. Given the
observation (xC ,yC), the global latent z ∈ Rd accounts for
incorporating uncertainties in the predictions Y T which is
modeled by a factorized Gaussian parameterized sC .

Given a random subset of contexts C and targets T , NPs
learn the parameters in the encoder-decoder architecture by
maximizing the following ELBO with reparameterization



trick (Kingma and Welling 2014),

log p(Y T |XT ,XC ,Y C) ≥
Eq(z|sT )[log p(Y T |XT , rC , z)]−DKL(q(z|sT )||q(z|sC)),

(3)
where q, r and s form the encoder part, and the likelihood p
is referred as the decoder.

NP-Rec
As Figure 2 shows, NP-Rec mainly comprises with two
components: a sequence model and an NP model. The se-
quence model takes as input the history sequence, and ob-
tains the high dimensional features, and the NP model re-
ceives the features to learn a distribution over preference
functions for classification.

Sequence Model Given a history sequence X1, NP-Rec
employs a sequence model to get the high dimensional fea-
tures. We expect the features can contain the sequential de-
pendency to model the individual preference transition pat-
tern. In practical, we implement the sequence model with
a embedding layer and the Mamba architecture (Gu and
Dao 2023), which is a selective state space sequence model.
Since the history sequences of different users might be in-
consistent in length, we follow the “clip-and-pad” strategy
in (Jiang et al. 2024a; Xu et al. 2022b) to uniform the input
length as n, and obtain the representation X ∈ Rn×d.

NP Model for Recommendation We regard the recom-
mendation as a classification task that selects the most rele-
vant N items, i.e., classes, from |I| candidates. Considering
the discrete characteristics, we define a categorical distribu-
tion for the decoder in Eq. 2 instead of a Gaussian distribu-
tion. Specifically, we implement the categorical distribution
with the Classifier, which comprises a weight matrix W cls

and a Softmax function, as follows,

p(Y T |XT , rC , z) = Classifier(p(Y T |XT , rC , z))

= Softmax(W clsp(Y T |XT , rC , z))

∼ C(p1, · · · , p|I|) s.t.

|I|∑
i=1

pi = 1,

(4)
where C denotes the categorical distribution.

NP-Rec Pipeline The orange dashed box in Figure 2 re-
veals our configuration about the NP model. The NP model
employs the Encoder-Decoder architecture and followed by
a Classifier. To achieve the most expressive model, we fol-
low Garnelo et al. (2018b) to exploit the both of determinis-
tic and latent path, which are marked with the red and blue
dashed box in Figure 2, separately. The workflows of NP-
Rec are different during the training and inference proce-
dure. Next, we elaborate on the details.

Training Mode. We set the input history sequence X =
x1 → · · · → xn and label sequence Y = y1 → · · · → yn in
line with the sequential recommendation scheme (Jiang et al.
2024a; Yang et al. 2023), where yi = xi+1 for i = 1, · · · , n.
At each time step i, we make prediction for the next step.

1We omit the superscript u for concise, which specifies the user.

Given the sequence representation X and the corre-
sponding one-hot labels Y ∈ Rn×I , we concatenate them
along the last dimension to form the input-label pairs, i.e.,
[X,Y ] ∈ Rn×(d+|I|). Then, we split the pairs into two non-
overlapping parts C context pairs [XC ,Y C ] ∈ RC×(d+|I|)

and T target pairs [XT ,Y T ] ∈ RT×(d+|I|), where n =
C + T . The detailed process is summarized as follows.

As for the latent encoder, it processes both the contexts
and targets. Take the context for instance, it maps the input
into the latent space with MLPs s(·). After the mean aggre-
gator, it further employs two MLPs to get the mean and vari-
ance vector, separately, i.e., the prior distribution q(z|sC).
Then, it samples K latent representations via reparameteri-
zation trick zC ∈ RK×d. Towards the target input, the latent
performs in the same manner to get the posterior distribution
q(z|sT ) and latent representations zT ∈ RK×d.

As for the deterministic encoder, it takes as input only the
context. Firstly, it processes the input context with MLPs
r(·), and then averages the output along the sequence length
dimension to get the order invariant representation rC ∈ Rd.

The decoder takes as input the sequence features X , de-
terministic representation rC and posterior latent zT for
classification. Since we aim at maximizing the ELBO of the
complete history sequence, we duplicate X , zT and rC by
K, n and n ×K times, separately. We concatenate the rep-
resentations along the last dimension to form the decoder
input. After the Classifier, we get K predicted categorical
distributions for each point in the sequence. The final predic-
tion is achieved by averaging these K distributions, where
the uncertainty is computed as the entropy of mean (Wang
et al. 2022).

The learning objective is formulated in Eq. 3. As shown in
the upper part of Figure 2, the likelihood p(Y T |XT , rC , z)
can be calculated with the cross entropy loss between the
predicted categorical distribution and the one-hot label vec-
tors. The KL divergence loss DKL(·) is computed with the
prior and posterior distributions.

Inference Mode. Given a history sequence X = x1 →
· · · → xn, NP-Rec aims at making predictions for the
next time step xn+1. Since the label for the n step is un-
available, as shown in the lower part of Figure 2, we set
the previous n − 1 entries in the sequence representations
and corresponding one-hot label vectors as contexts, i.e.,
[XC ,Y C ] = [X1:n−1,Y 1:n−1] ∈ R(n−1)×(d+|I|). The tar-
get input is denoted as XT = Xn ∈ R1×d.

During the inference procedure, only the contexts would
pass through the encoders. As for the latent one, it firsts
get the mean and variance vector of the prior distribution
q(z|sC) with MLPs s(·), and samples K latent represen-
tations zC . Towards the deterministic encoder, it generates
the order invariant rC with the same manner in the training
mode. Recall the multiple sampling mechanism, we make
K copies of target XT and deterministic representation rC ,
and concatenate them with the latent ones zC to form the de-
coder input. Similarly, Classifier outputs K categorical dis-
tributions over the next item, and makes the final recommen-
dation based on averaged distribution where the uncertainty
is naturally included.



Experiments
In this section, we start from introducing the experimental
settings, and then discuss the experimental results. We con-
duct an amount of experiments to answer the following re-
search questions:
• RQ 1: Can NP-Rec provide competitive or superior rec-

ommendation performance against state-of-the-art rec-
ommender systems, including both the single-point and
multi-point interest representations?

• RQ 2: How is the effectiveness of major components
under the NP-Rec framework, including the sequence
model and NP model?

• RQ 3: Can the NP paradigm be extended to existing rec-
ommendation models and benefit the performance by in-
corporating uncertainty estimations?

• RQ 4: How is the model sensitivity with respect to the
sampling times K?

Dataset
We conduct the validation on four widely studied datasets
from two benchmarks MovieLens (Russo et al. 2018) and
Foursquare (Yang, Zhang, and Qu 2016), including ML-
100K, ML-1M, NYC and TKY. To ensure the data quality,
we follow (Jiang et al. 2024a; Wang et al. 2023) to screen out
the “unpopular” items which are interacted by less than 10
times, and “inactive” users whose interactions are fewer than
20 times. The statistics after processed are listed in Table
1. We set the maximum sequence length n of each dataset
according to the average one, that n = 100 in ML-100K,
n = 160 in ML1M, n = 30 in NYC and n = 50 in TKY.
Towards the data partition, we select each user’s last previ-
ously un-interacted item as the target during recommenda-
tion procedure2, and all the prior items for training.

Metrics
We adopt the following two metrics to measure the recom-
mendation performance, including
• Hit Ratio (HR) counts the frequency that the top-N rec-

ommendation list contains the target;
• Normalized Discounted Cumulative Gain (NDCG)

emphasizes the order inside the recommendation list.
The higher the metric values, the better the recommendation
performances. We report N = {5, 10} in our experiments.

Baselines
We select the following 9 competitors from two categories.
Single-point Interest Representation (SIR) methods employ
a unified vector to model a user’s preference, which are com-
mon in sequential recommendation models, we choose the
following 4 representative baselines which are related to dif-
ferent neural networks separately:
• GRU4Rec (Hidasi et al. 2016) first utilizes the gated re-

current unit for recommendation.
2Since the recommendation target is “new” to each user, our

evaluation is performed on the purely exploration scenario which
naturally avoids the repetition bias.

Dataset #User #Item #Inter. A. Len. Sparsity
ML-100K 932 1,152 97,746 104.88 90.90%
ML-1M 6,034 3,260 998,428 165.47 94.92%
NYC 568 1,211 18,338 32.29 97.33%
TKY 1,962 2,876 97,746 49.82 98.27%

Table 1: The statistics of datasets after processed. “Interac.”
is the abbreviation of interactions, and “A. Len.” is short for
the average historical sequence length.

• NextItNet (Yuan et al. 2019) incorporates the hierarchi-
cal CNN for the long- and short-term preference model-
ing.

• SASRec (Kang and McAuley 2018) introduces the self-
attention mechanism.

• TriMLP (Jiang et al. 2024a) exploits a triangle mixer and
boosts the recommendation performance of MLPs.

Multi-point Interest Representation (MIR) methods uti-
lize multiple vectors to depict a user’s diverse interest scope.
We choose the following 5 MIR recommendation models as
baselines including the classic and modern ones.
• MIND (Li et al. 2019) is the pioneered MIR-based

method, which employs the capsule network to extract
multiple interest vectors with dynamic routing.

• ComiRec(Cen et al. 2020) further introduces a controller
to reconcile the diversity v.s. precision trade-off.

• PIMI(Chen et al. 2021) considers the periodicity and in-
teractivity contained in the history sequence.

• Re4 (Zhang et al. 2022) focuses on regularizing the in-
terest vectors learning procedure with the proposed back-
ward reexamine.

• REMI (Xie et al. 2023) exploits a novel interest-aware
negative sampling mechanism and the routing regulariza-
tion strategy.

Implementation Details
We configure the proposed NP-Rec as follows. Towards the
sequence model, we set the dimension d = 64 and employ a
layer normalization after the embedding layer along with a
dropout ratio 0.3. We stack 2 Mamba layers to generate the
sequence features where the internal configuration follows
the original hyper-parameter settings3. As for the NP model,
we employ the ReLU activation function for all MLPs to
inject non-linearity, and the intermediate dimensions are set
as 64. The experiments are conducted on a single server with
Intel 13900K CPU and NVIDIA RTX 4090 GPU.

Overall Recommendation Performance (RQ 1)
The overall recommendation performance4 of all compared
methods are listed in Table 2. Accordingly, we have the fol-
lowing observations.

3https://github.com/state-spaces/mamba
4To achieve the fair comparison, we follow (Jiang et al. 2024a)

to uniform the width and depth of all compared methods, which
guarantees the same parameter scale. Other specific settings in
baseline are same with the original implementations.



Dataset Metric (%)
SIR MIR Ours

TriMLP GRU4Rec NextItNet SASRec MIND ComiRec PIMI Re4 REMI NP-Rec Impv.
M

L
-1

00
K H@5 6.65 6.01 4.61 4.94 6.47 8.14 9.31 8.42 13.46 18.78 39.52%

N@5 3.92 3.97 2.70 2.90 3.50 5.09 5.97 7.69 7.91 10.92 31.25%
H@10 13.63 11.48 9.12 10.73 12.83 14.68 13.05 12.36 17.93 22.75 26.88%
N@10 6.14 5.71 4.14 4.72 5.24 7.23 8.70 7.88 8.32 10.22 22.84%

M
L

-1
M

H@5 14.70 15.38 16.27 16.29 12.01 12.87 14.23 15.34 16.68 19.59 17.44%
N@5 9.84 10.08 11.08 11.00 7.36 8.27 9.49 10.38 11.37 12.70 11.69%

H@10 21.88 23.47 24.49 24.15 21.82 23.39 24.12 24.59 26.58 28.86 8.57%
N@10 12.15 12.68 13.85 13.52 9.90 11.04 13.19 14.30 13.42 15.42 7.83%

N
Y

C

H@5 6.16 7.39 6.34 6.51 6.39 5.28 7.42 6.77 7.18 7.75 4.45%
N@5 3.84 4.32 3.49 3.87 2.90 2.82 4.87 3.52 4.07 5.08 4.31%

H@10 9.33 10.74 9.86 10.30 9.50 9.68 11.50 10.83 12.33 13.91 12.81%
N@10 4.83 6.00 4.60 5.05 4.59 4.18 6.14 5.97 6.19 6.94 12.12%

T
K

Y

H@5 11.37 11.11 9.43 11.06 11.57 11.21 13.97 14.43 14.97 15.44 3.14%
N@5 7.60 6.96 5.75 7.44 7.56 5.46 7.53 7.72 7.90 8.40 5.95%

H@10 15.60 14.68 13.20 14.83 14.48 14.58 16.68 18.37 22.34 24.36 8.86%
N@10 8.98 8.13 6.97 8.67 8.47 6.54 8.79 9.56 10.57 11.15 5.49%

Table 2: Overall recommendation performance. The best and second scores are marked with boldface and underline forms,
separately. The last column “Impv.” stands for the improvement of our method against the strongest baseline.

• Although SIR methods default to represent the interest
with a single vector, they outperforms the pioneered MIR
methods, e.g. MIND and ComiRec, on most datasets.
SIR methods focus on mining the sequential dependency
contained in history sequence to model the dynamically
shifting preferences, while MIND and ComiRec concen-
trates on depicting individual diverse interest. The un-
derlying mechanism in SIR is more suitable for handling
longer input sequences.

• Modern MIR methods like PIMI, Re4 and REMI reveal
the remarkable superiority to the classical ones. REMI is
the strongest competitor which achieves decent recom-
mendation performance in most scenarios. It is credited
to the proposed negative sampling and routing regular-
ization mechanism, which leads to the more robust inter-
est representations.

• Notably, our proposed NP-Rec consistently attains the
best recommendation performances cross all metrics
over all validated datasets, where the average improve-
ment achieves up to 30.12% on ML-100K, 11.38% on
ML-1M, 8.42% on NYC and 5.86% on TKY, respec-
tively. It inherits the advantages of sequential depen-
dency modeling from sequence model and extends to
cover the diverse individual interest scope via the mul-
tiple sampling mechanism in the latent encoder of NP
model. Moreover, NP-Rec averages multiple categori-
cal distributions before the final recommendation, where
incorporated entropy provides uncertainty estimation to
serve the preference dynamic shifting property.

Ablation Study (RQ 2)
The proposed NP-Rec framework comprises two major
components, including a Mamba-based sequence model and
a NP model. Accordingly, we derive the following two vari-
ants to validate the effectiveness.

Dataset ML-100K ML-1M
Metric (%) H@5 N@5 H@10 N@10 H@5 N@5 H@10 N@10

Original 18.78 10.92 22.75 10.22 19.59 12.70 28.86 15.42
w.o. NP 13.95 6.87 15.49 6.26 13.82 12.24 24.76 13.18
w.o. SM 5.47 3.52 9.66 4.88 7.94 4.71 13.77 6.56

Dataset NYC TKY
Metric (%) H@5 N@5 H@10 N@10 H@5 N@5 H@10 N@10

Original 7.75 5.08 13.91 6.94 15.44 8.40 24.36 11.15
w.o. NP 4.75 2.63 8.87 4.39 9.46 6.17 13.18 7.35
w.o. SM 3.98 1.93 8.26 4.92 8.31 5.36 14.83 7.55

Table 3: Ablation study. “Original” denotes the complete
NP-Rec framework. The variants that remove the neural pro-
cess and sequence model are tagged as “w.o. NP” and “w.o.
SM”, separately.

• w.o. NP removes the NP model, and performs the same
training and inference manner with sequential recom-
mendation models.

• w.o. SM removes the Mamba architecture, and the sub-
sequent NP model directly processes the input sequence
embedding.

The experimental results are summarized in Table 3. Ac-
cordingly, we have the following findings.
• Finding 1: NP model proves to be beneficial fro improv-

ing the recommendation performances. Compared the
original implementation with the variant w.o. NP, the in-
corporation of neural process averagely improves perfor-
mance by 49.37% on all datasets. The reasons are two-
folds. Firstly, the multiple sampling strategy in the la-
tent encoder extends the single-point output of sequence
model to depict the diverse interest scope. Further, the
subsequent average operation provides the final recom-
mendation with uncertainty estimations, which avoids
the risk to be overconfident about the current preference.

• Finding 2: The sequential modeling is necessary to
achieve meaningful interest representations. The variant



5
7
9

11
13
15
17
19

H
R@

10
 (%

) Original
w. NP

(a) ML-100K

20
21
22
23
24
25
26
27
28

H
R@

10
 (%

) Original
w. NP

(b) ML-1M

8
9

10
11
12
13
14

H
R@

10
 (%

) Original
w. NP

(c) NYC

12
13
14
15
16
17

H
R@

10
 (%

) Original
w. NP

(d) TKY

Figure 3: Extensibility of the proposed neural process rec-
ommendation paradigm. We report the HR@10 scores.

w.o. SM dramatically decreases the recommendation per-
formances. The core reason lies at the evaluation sce-
nario that recommends for the next step. Without the se-
quential dependency endowed with Mamba, the subse-
quent NP model is hard to establish a meaningful map-
ping from the previous step item embedding to the next
step item label since there is no preference transaction
pattern included. Our NP-Rec takes the both advantages
of sequence model and neural process, and achieves the
superior recommendation performances.

Extensibility Analysis (RQ 3)
Since our NP-Rec can be viewed as performing the dis-
tribution modeling over the single-point output of the se-
quence model, we explore the extensibility of neural process
paradigm and corresponding inter-sequence partition strat-
egy, i.e., split the input sequence pairs into non-overlapping
contexts and targets. Specifically, we select 4 SIR meth-
ods including TriMLP, GRU4Rec, NextItNet and SASRec
as backbones which corresponds to the MLP-, RNN-, CNN-
and Transformer-based sequence model, separately. Then,
we replace the original Mamba architecture in NP-Rec with
backbones to verify whether the subsequent NP model im-
proves the recommendation performances.

The experimental results are shown in Figure 3. Obvi-
ously, the introduction of NP model largely boosts the rec-
ommendation performances. It demonstrates the insight that
learning a distribution over function is more in line with the
diverse and dynamic interest modeling requirements.

Sensitivity w.r.t. Hyper-parameters (RQ 4)
We mainly investigate the influence of sampling times K in
the latent encoder of NP-Rec. The hyper-parameter K de-
cides the number of predicted categorical distributions over
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Figure 4: Sensitivity with respect to the latent sampling
times K. We report the NDCG@10 scores.

candidate items, which is inline with the idea of MIR meth-
ods. We verify the setting range as K = {1, 5, 10, 15}.

The experimental results are revealed in Figure 4. We find
that NP-Rec is sensitive towards different K. The most suit-
able settings are listed as follows: K = 1 for ML-100K and
TKY, K = 5 for ML-1M and K = 15 for NYC.

Conclusion
In this paper, we concentrate on the diverse and dynamic
property of individual interests, and propose NP-Rec for
multi-interest recommendation. Instead of learning a param-
eterized function to approximate preference, we shift the
viewpoint on learning a distribution over functions. By tak-
ing the both of sequence model and neural process, NP-Rec
makes the predictions along with uncertainty estimations.
Empirical observations on 4 real-world datasets demonstrate
the superiority of NP-Rec. Besides, we prove that the pro-
posed NP paradigm can benefit single-point interest repre-
sentation methods.

In future, we would further improve the model’s expres-
sive capability by introducing the attention mechanism for
order invariant aggregation and auto-regressive inference.
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